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We criticize the R E E approach to asymmetric information general equilibrium because 1t does
not explain how information gets ‘nto’ the prices. This leads to well-known paradoxes. We
suggest a multiperiod game instead, where the flow of information into and out of prices is
exphicitly modeled In our game Nash equiibria (N E) (1) generalize Walrasian equilibria to
asymmetric information. (2) exist generically, (3) eliminate pure speculation. (4) allow prices to
reveal information and markets to become more efficient over time, (5) are consistent with the
weak efficient markets hypothesis that tracking past prices is not profitable, (6) yet always lead
to higher utility for better informed agents (such as experts). Throughout the paper we use one
concrete game In the last section we prove that there 1s a broad range of games that would
have the same properties

1. Introduction

Consider an economy in which agents have different levels of information
concerning exogenous random states of nature. In planning his actions, what
account does an agent take of what others might know about the relative
profitability of his opportunities? Is there a tendency for the economy
eventually to behave as if all the collective information were held in every
agent’s hands? And what is the role played in this by the price system? At
least since Hayek this has been a central problem in economics. ‘My main
contention’, Hayek wrote in 1937,

‘...will be that the tautologies, of which formal equilibrium analysis in
economics essentially consists, can be turned into propositions which tell
us anything about causation in the real world only insofar as we are
able to fill those formal propositions with definite statements about how
knowledge is acquired and communicated ... The really central problem
of economics as a social science, which we pretend to solve is how the
spontaneous interaction of a number of people, each possessing only bits
of knowledge, brings about a state of affairs in which prices correspond
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106 P Dubey et al , Revelation of information in strategic market games

to costs, etc., and which could be brought about by deliberate direction
only by someone who possessed the combined knowledge of all those
individuals. Experience shows us that something of this sort does
happen, since the empirical observation that prices do tend to corres-
pond to costs was the beginning of our science. The only trouble is that
we are still pretty much in the dark about (a) the conditions under
which this tendency is supposed to exist, and (b) the nature of the
process by which individual knowledge is changed... (authors’ emphasis).

The “man on the spot” cannot decide solely on the basis of his limited
but intimate knowledge of the facts of his immediate surroundings.
There still remains the problem of communicating to him such further
information as he needs to fit his decisions into the whole pattern of
changes of the large economic system ... We must look at the price
system as such a mechanism for communicating information if we want
to understand its real function.’

One approach to this problem has been taken by the ‘Rational Expec-
tations Equilibrium’ (R.E.E\) literature. It makes precise a way in which the
market might communicate information through the price system, and it has
provided an important explanation of certain macroeconomic and financial
phenomena. But the difficulty with the R.E.E. model is that it does not raise
the concomitant, and critical, question: how is information put into prices in
the first place? This step in the market process is, as Hayek emphasized. the
central problem that we must attempt to solve.

If one asks how it comes about that the diverse bits of information — held
privately in the minds of individual agents ~ show up in prices, then the
sequence of events given by the solid arrows suggests itself:

-~

- it

-
X ~
private mdividual public
- — prices —
mformation  actions information

Thus the formation of prices, out of the choice of actions by all the agents in
the economy, must play a key role in any discussion of the market process.
Its very description invites us to model the process as a multiperiod strategic
game. We choose a particular game, and analyze it for its Nash Equilibria.

There is a significant difference between the N.E. and R.E.E. approaches.
Explicit in the definition of the R.E.E. model is a circularity of reasoning
regarding cause and effect and their timing. The agents are supposed to
know the public information revealed by the prices before they act to form
those prices! (See dotted arrow, completing the circle.) This gives rise to well-
known paradoxes in the R.E.E. model. For instance, it is possible pro forma
that prices reveal more information than is held in the aggregate by all the
agents — in a R.E.E. we may find that agents act with knowledge that no one
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has! Another feature of a R.E.E. is that private information often has no
value since it is made public by prices anyway before the agents have to act.

Although these R.E.E. paradoxes can be mitigated (for example by moving
to a more complicated economic model with ‘noise’ in the system, etc.), in
contrast the N.E. approach steers clear of such paradoxes even in the
simplest economic environments. Since price formation is modeled as a
process, the pooling and transmission of information takes time — as any
process must.! So when public information is revealed it can only be used in
the next time period. The dotted arrow has no place in the game model.

The N.E. approach we take in the specific continuous game we analyze in
sections 1-7 nonetheless retains many of the desirable features of R.E.E.
First, it reduces to Walrasian analysis when there is no asymmetric infor-
mation between agents. When information is disparate, an N.E. generically
exists. Second, in an N.E. a player takes into account what others might
know, and what he reveals to them, during the course of the play of the
game. He also knows that they know that he knows that..., ie., it is
common knowledge that every player is rational. This implies that there can
be no gains from pure speculation in an N.E., a fact which also holds for
R.E.E. (and, indeed, is viewed as a major advantage of the R.E.E. analysis
over the Walrasian).

Third, prices reveal information in an N.E. to all the agents and thus tend
to bring about efficient markets. But since the transmission of information
(both into and out of prices) takes time in the game, agents who have
superior information can earn initial profits from it. Thus the ‘strong efficient
markets hypothesis’ (which says that expert knowledge is useless!) never holds
for N.E. This is in contrast to the R.E.E. situation where (in the simplest
economic environment—finite state space) the strong hypothesis is often
fulfilled. On the other hand, the ‘weak hypothesis’ (i.c., that charting past
prices cannot yield information not already provided by current prices) holds
for both N.E. and R.E.E. (See section 6.)

In sections 1-7 of the paper we mostly work, for concreteness, with a
specific game mechanism due to Shapley and Shubik. But no one mechanism
can possibly describe the variety of market processes that occur in real life. It
might well be asked to what extent our results hinge on any particular choice
of the mechanism. We show that in fact our analysis remains intact across a
wide group of ‘smooth’ mechanisms (section 6). Even replacing smoothness
with a weak continuity requirement on the mechanism, the N.E. approach
retains its distinction from the R.E.E. (section 8). Precisely: given any
continuous mechanism, there is an open set of economies, each of which has
R.E.E. that cannot be achieved via the mechanism in question.

Many readers will think that the well-known device of permitting agents’

'No matter how short, there 1s a decision-information sequence, as 1n our figure.
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strategies to include entire demand functions allows for the implementability
of RE.E. as N.E, thus blurring the distinction between the two approaches.
It is to these readers especially that section 8 is addressed. We regard
continuity, especially in the idealized model of a continuum of agents, as a
requisite property of any sensible mechanism. Otherwise deviations by an
arbitrarily small (but positive) measure of agents could have a large effect on
the terms at which all the agents trade. Section 8 shows that no continuous
mechanism, including some still more complicated than the demand function
variety, can implement the R.E.E. correspondence. This remains true if we
restrict attention to the open set of regular economies with a unique R.E.E.
(that varies continuously with the underlying economy). The reason of course
is that the demand function game does not specify a unique outcome when
there are several market clearing prices. Even when the R.E.E. that need to
be implemented are uniquely defined, the demand functions that would be
required to implement them inevitably involve multiple market clearing
prices, and thus a discontinuous mechanism.

Perhaps a more basic, if less theoretical, reason why we reject the arbitrary
demand function game is that the strategies are so complex, and the role of
the auctioneer-mechanism so complicated, that we regard it as unplayable.
The Shapley—Shubik mechanism we study here also involves the submission
of demand functions, but they are taken to be hyperbolic, and hence to
depend on only one parameter. We could just as easily have assumed that
demands are linear, that is specifiable by two parameters, a (negative) slope
and an intercept, without changing any of our conclusions. (In both
mechanisms demand depends only on own price and is downward sloping,
hence the mechanisms are continuous.) There are many low-dimensional,
continuous mechanisms whose N.E. are competitive equilibria of economies
with symmetric information. None of them, however, generally yield R.E.E.
of economies with asymmetric information. Sections 6 and 8 make clear that
either low-dimensionality, or continuity is alone enough to maintain the
contrast between the N.E. and R.E.E. approaches.

2. Definitions and properties of R.EE.

Since our paper is juxtaposed to the R.E.E. model, and meant to provide
an alternative as well as to be a critique of it, let us first briefly recall what
the R.E.E. model is.? Let S be the finite set of states of the world, and for
each agent ne N let I" be a partition of S representing the information of .
If seS is the actual state of nature, then each agent ne N is informed of that
set I"(s) in his partition that contains s. The collective information of all the

2We outhine here a somewhat more general version of the Radner (1979) model The main
early contributors to the development and application of the notion of RE.E are Muth, Lucas
(who mtroduced rational expectations equilibrium), Green and Grossman
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agents is denoted by I*=V,_,I" the coarsest partition of S which refines
each I", ne N.

Trade takes place in a finite set L of commodities: Thus the space of state-
contingent commodities is R;*®. An allocation x" for trader n can be thought
of as a function x":S—R% associating to each state s a bundle x"e RL. Each
agent n is characterized by a utility u":R5*S>R and an endowment
e"e RS, Assume u" is C2, strictly concave and monotonic, and that e* is
measurable with respect to I". Since e"eRL*S, we can also think of ¢" as a
function from S to R%, associating to each state s€ S an endowment e RL.
By measurable we mean that if agent n cannot distinguish states s and s, in
other words if I"(s)=I"(s'), then €} =¢}.. Hence knowing the function e", agent
n also always knows his endowment, for given any seS he is informed of
I"(s) and since e is the same for all §'el”(s), he can deduce what the
realization ¢ must be.

Consider a price function p:S—RL. Its inverse yields a partition of S
which we will denote by I(p). Thus for any realization p of p, I(p)(p)=
{seS:p,=p}. Notice that the information agent n can deduce from prices
depends on knowing the price function p and the particular realization p=p,.
Such an agent n would have access to knowledge denoted by the partition
I" v I(p). In REEE. it is assumed that every agent n knows his utility u", his
endowment function ¢", the price function p, and the price realization p,
before he must act in any state s. A R.E.E. for this economy is a p, along
with allocations x": S e REL such that, for neN,

(1) x"is measurable w.r.t. the coarsest refinement I" v I(p) of I"* and I(p),
(i) x"=argmax, grxs{u"(x):x is measurable w.r.t. I" v I(p), and p,-x,<p," el
for each se S},

(1") Znean =ZneNen'

(Here, for any vector xe R5*S and seS, x, is the vector in R4 obtained by
restricting x.) In words this means that each agent n refines his information
I" by what he can deduce from seeing p,, then forms his demand x” (subject
to the budget constraint p,-x;<p;-e}), and the ensuing total demand ) xJ
and can be met by the supply ) e? at hand. Notice that prices play the dual
role of simultaneously determining the budget constraint and revealing
information. Note also that in this definition of R.E.E. the utilities u" are
unaffected by the information: traditional definitions of R.E.E. have agents
maximizing with respect to conditional utilities, i.e., utilities modified by the
information. In our definition the role of information is captured by the
measurability restriction. Our definition is more general, since it does not
presume Von Neumann-Morgenstern utilities, but it incorporates the other
as a special case: an agent who can distinguish s from s’ but is constrained to
act the same way in both states will choose exactly as he would if he did not
have that information.
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Let us consider an example illustrating the difference between the standard
definition of Walrasian equilibrium with uncertainty, in which prices
serve only to fix exchange rates and do not convey information, and a R.E.E.

Example 1. Suppose there are two states of nature, two goods, and two
agents, both with the same utility functions:

U(xsla m519 xw msz) =%(msl +0xs1) +%(ms2 + ZXSZ).

Let agent 1 own 1 unit of the x good in both states and let agent 2 own
M <1 units of the m good in both states. Notice that the sale of the x good
is in effect a bet between the agents over whether the state s, will occur, or
not. Let agent 1 know which state has occurred, and let agent 2 be
uninformed. Let the price ratio of x to m be psl=J\7I and p, =2. If agent 2
ignores the informational content of prices, then this is a competitive
equilibrium: in state 1 agent 2 thinks he is making a favorable bet and will
sell off all his m in order to purchase 1 unit of x; agent 1, on the other hand,
knows that x is worthless and gladly sells his unit holding of x. In state 2
agent 2 demands no x and agent 1 will demand precisely his initial
endowment. Clearly agent 2, under this definition of equilibrium, ends up
betting only when he is sure to lose.

The agents are not in R.E.E., however, for in state 1, seeing the realization
p=M, agent 2 would infer that the state was indeed s, and would not be
willing to give up m in exchange for x. The only R.E.E. 1s given by the price
function p; =0 and p,,=2, and allocations x"=e" that involve no trade.

As this example suggests, one of the desirable properties of a R.E.E., vis-a-
vis the naive definition of Walrasian equilibrium with uncertainty, is that in a
R.EEE. no agent can end up with an allocation that is less good (ex ante)
than his endowment ¢”. The reader can immediately verify this individual
rationality property from our definition of R.E.E. — the endowment ¢" is by
hypothesis measurable with respect to I" and it clearly satisfies the budget
constraint. The no speculation result proved so often in the literature is also
transparent from our definition of REE.> Let an allocation {y"} be called
ex-ante Pareto optimal if it is Pareto optimal in the above economy with
respect to u”, ie., before any information is obtained. Suppose {e"} is ex-ante
Pareto optimal, so that there are only speculative gains to trade, and let {x"}
be a RE.E. allocation. Then x"=e¢" for all ne N. This follows at once from
the fact that each agent n could have chosen ¢”, hence u"(x") = u*(e") for all n,
hence x"=¢" for all n.

3The more traditional defimtions of R E.E. (with their emphasis on conditional probabilities)
were made 1n a narrower context than ours. An advantage of our more general definiion 1s that
1t makes the no speculation result both more widely true and much easter to prove
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Example 1 also illustrates the proposition of Radner that when the state
space S is finite, then generically (in utilities and endowments) R.E.E. exist,
are finite in number, and are fully revealing, in the sense that every agent can
infer from prices alone the combined knowledge of all the traders, ie., that
I(p)oI** Of course in the special case where there is no uncertainty, or
information is symmetric, R.E.E. and the usual Walrasian equilibria coincide.
Thus R.E.E. generalizes Walrasian equilibrium to economies with differing
levels of information, it permits traders to prudently take into account what
others may know about them, and it explains how the market can
communicate to each agent the combined knowledge of all.

3. Difficulties with R.E.E. and its extensions

Nevertheless we ask how can it be that agents take into account the
prevailing prices p=p, in choosing their actions when it is precisely those
actions which create the prices?® Without an explicit explanation of how
prices are formed, we argue, there cai be no theory about what prices can
and cannot reveal. Indeed in the above definittion when S2I*, there will
typically be R.E.E. with the absurd property that S=I(p) 2/%, i.., that prices
reveal information that no agent possesses!

Although this paradox disappears if we arbitrarily (without a model of
price formation) restrict our attention to R.E.E. for which I(p) c I*, we are
still confronted with another paradox. In R.E.E. agents have no incentive to
gather costly information that they will be able to infer for free from prices.
If S is finite then, by Radner’s theorem, R.E.E. prices will fully reveal all
private information. [I(p)=I*] But then, each individual trader in a con-
tinuum would rather learn from these prices than privately collect infor-
mation. The upshot is that no information would be gathered for prices to
reveal. [See the example in Grossman and Stiglitz (1980).] To avoid this
paradox, several modifications of the Radner model we outlined above have
been proposed. In noisy R.EE. models, introduced in Lucas (1972) and
Grossman (1977) and treated more generally by Anderson and Sonnenschein
(1982) and Allen (1982), the state space S is taken to be infinite, so large in
fact, that prices cannot be fully revealing. Although this mitigates the
information gathering disincentives of a fully revealing R.E.E,, it remains true

“Beth Allen (1981) has generahzed this result to the case where the state space may be infinite,
if it has dimension less than half that of the price space. Radner’s formulation of a generic event
1s shightly different from the above, but his proof can easily be used to obtain the result we
quote.

51t will not do, especially in an environment where information plays a crucial role, to refer to
a tatonnement procedure through which agents grope 10 j=p,, and then make inferences about
s, for the procedure itself will communicate information In any case, tatonnement, with 1ts false
trades and so on, 1s an imaginary process. Nevertheless, 1t has been studied with care and
precision by Jordan (1982b).
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that the more efficiently prices reveal information, the less is the incentive to
gather information in R.E.E. Adding noise to the system creates almost as
many problems as it solves. To prove the existence of R.E.E., one often drops
the requirement that demand equals supply. That can be replaced either by
an e-market clearing [as in Allen (1982)] or by allowing unmodeled, random
perturbations to demand and supply [as in Grossman (1977) and Anderson
and Sonnenschein (1982)]. In the latter case, one must also weaken the
rationality hypothesis to approximate rationality. Among other things, this
implies that the individual rationality principle and the no speculation
theorem can be violated. The Anderson-Sonnenschein (1982) paper recog-
nizes the validity of the N.E. approach, implicitly deriving conditions under
which the arbitrary demand function game has approximate N.E. This
represents already a partial abandonment of the R.E.E. approach, since these
approximate N.E. do not involve strict market clearing or strict rationality.
We also observe in section 3 that the mechanism is not continuous.
Let us also note that the mechanism is enormously complicated: demand for
each commodity is conditional not only on its price, but on the prices of all
other commodities as well. By contrast we offer a simple (i.c., low dimen-
sional) continuous mechanism which maintains both strict market clearing
and strict rationality.®

4. The N.E. approach

In this paper we consider a model with an explicit process for the flow of
information via prices. Roughly it goes as follows. Economic activity takes
place in time periods. Agents initially act on the basis of their privately-held
information I". This results in observable economic outcomes (e.g, prices)
through which their information is ‘betrayed’. The extra information so
released to everyone is then available for the next period of activity. Notice
that in the initial period agents with superior information can exploit it and
make a ‘killing’. The paradox that information is useless is removed by the
simple fact that the process that reveals it takes time.

This description is, we believe, more realistic than the R.E.E. model (and
also more in keeping with what Hayek had in mind). It suggests the use of a
strategic market game as the appropriate model. We shall, for concreteness,
choose one such: the model of exchange presented in Dubey and Shubik
(1978) extended here to allow for asymmertric information and many time

“Hellwig (1982) also introduced an aliernative model, in which traders learn from past prices,
and observe current prices to calculate their budget consirainis. However, they are aruficially
forbidden to infer mformation from the current prices, so the individual rationality property 1s
violated m precisely the same way it is in Example 1. Let us mention that Milgrom (1981) has
criticized the notion of R.E.E 1 the context of an auction of indivisible objects.
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periods. But as we emphasize later, our results seem to be quite robust and
not to hinge delicately on this choice (see section 8).

Before plunging into the analysis in the next section, we outline here the
contours of our model, first very sketchily and then with some of the details.
S, N, {I"},.y are as before. But now there are time periods, for simplicity
two. The characteristics of the traders must accordingly be expanded into
endowments e", &"eRL*® in period 1(2); and utility u™:RL*S x RE*SSR. In
essence, in the first period players must irrevocably choose to put commod-
ities up for purchase or sale solely on the basis of their own information.
These moves automatically lead in a simple way to prices and allocations. In
the second period the traders must make similar choices, this time with the
benefit of having observed first period prices, leading to second period prices
and allocations. If there is no ex-ante asymmetric information, and traders
have enough ‘money’ [see Dubey and Shapley (1980)] then this game
produces the Walrasian equilibria as its Nash equilibria.” On the other hand,
when players are not fully informed they face two sources of uncertainty in
their first period activity: what the terms of trade (i.e., prices) will be and
what the utility value of the commodities will be (since utility depends on the
state). In the second period both uncertainties will be reduced by the
observations of first period prices, and marginal utilities (costs) will be
brought closer together. Although we shall illustrate our game with examples
in section 7, it might be helpful at this point to introduce some of the details
of our model.

The game is best viewed in extensive form. Nature moves first to sclect a
state s in S. At each node s all the players in N move simultaneously with
information partitions given by I". A move for a player ne N at node s is a
2(L—1) dimensional vector of bids and offers z"=(b},...,b} _1,q%,..., 4} - 1)
Each b} represents a quantity of the Lth good that is bid on commodity i,
i=1,...,L—1, and each g} represents a quantity of the ith good that is
offered for sale, i=1,...,L—1. Given a vector® z=(z"),.y of moves of each
player ne N, the market performs the computationally trivial task of adding®
the bids for each good, b(z)=),.nb, i=1,...,L—1 and the offers,
42) =Y nend’ i=1,...,L—1. 1t sets!® p,=n(z)=b(z)/q(z). The consumers
then receive the net trades y!=b}/p'—¢q!, i=1,...,L—1, neN and y'=

Ll gip,— Y I b, ne N, where p;=mnz), etc. If there is no inventorying of
commodities between periods 1 and 2, and if z is the vector of moves

"Our cntique that the R.EE. omuts the process of price formation applies to Walrasian
equilibria But, while the Walrasian equilibria can be recovered from a process oriented model
(e g, the Shapley-Shubik model) the R E.E. can not

®If N 1s a continuum, think of (1) z as a measurable function, (11) z,,e,\,b:' as jnb;‘ dn, etc

9See footnote 8.

10Take division by zero to be zero throughout.
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chosen by the players at node seS, then the consumption of agent n in
period 1 in state s is equal to his net trade at node s plus his initial endow-
ment: xj(s)=e}(s)+y;, i=1,...,L. Each node s in the tree leads to an infinity
of successor nodes (s, z), where z is a vector'! of moves, one for each player.
Play proceeds from node s to node (s,z) if the players collectively choose the
move z at node s. At each second period node (s,z) the players again move
simultaneously, choosing moves Z" exactly as in period 1, with information
partitions I" given by (s,z)~(s,z) if and only if I"(s)=1I"(s") and n(z) =n(z).
The terminal nodes are all of the form (s,z Z). Play proceeds from (s,z) to
its successor (s,z, 7) iff each player n plays the move " at node (s, z). Given
a terminal node (s, z,Z), we calculate first period consumption of agent n in
state s as above, and second period consumption in state s in exactly the
same way, with &%(s) replacing €"(s) and Z replacing z. Notice that the market
(which embodies the rules of our game) has a simple task, which can be per-
formed without any knowledge of the state s, or the private characteristics of
traders n, or even of fixed point theory.

A strategy of a player neN is to pick a move z'(s) in period 1 at each
node se$ in such a way that the function!? z*:S—»R2L~1 is measurable with
respect to I", and to pick a move Z%(s,z) at each node (s,z) in such a way
that the function 7":S x Z—»R2*Z~ D js measurable with respect to I". We also
require that the function z* and Z" satisfy the further property that g(s)<
e;'(S), qzl(sa p) § é:'(s), 25‘;11 b;'(s) § e’,:(s), 25‘;11 Ej(sa Z) é é;t(s)’ i= 19 cees L— 1,
neN.!3 Given a vector of strategies z=(z",7") for each player neN, a
terminal node is determined for each seS, and hence first and second period
allocations x"(z(s)), X"(s,z(s)), and first and second period prices n(z(s)),
n(Z(s, z(s))) for each seS. We analyze this game for its Nash equilibria. In
section 7, we present easy-to-calculate examples of our game.

S. Results and interpretations

Although we shall formally state and prove our results in section 6, they
may be summed up as follows. In any Nash equilibrium (N.E.) the resulting
allocations (x",X") are at least as good for each neN as the initial
endowments (e”,&"), hence the individual rationality principle 1s maintained.

1See footnote 8.

2Note that now z" 1s a function, while 1n the previous paragraph it was a reahzation of this
function at a particular node s. No confusion should result

13Gince players are assumed to know their endowments, these restricuons are permussible One
nterpretation of the restrictions is that the players must physically send their bids and offers to
the market Alternatively we could allow players to send paper bids and offers We would then
have to specify the allocation which would result if some of the players defaulted on their offers
(with asymmetric information 1t would not be known if a player made a promise he could not
keep). We would also specify a penalty for a player who defaulted If the penalty were made
sufficiently harsh, no player would ever default in equilibrium.
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Furthermore, if N is non-atomic, then for a generic choice of ¢", &" and u™
N.E. exist and are finite in number; they fully reveal I* in that n(z(s)) # n(z(s")
if I*(s)# I*(s'), and lead to higher utilities for the better-informed agents. If N
is finite then generic revelation fails, and N.E. exist robustly (i.e., for an open
set of €", & and «") at which some agents do not betray all their information
in the first period. Thus generic revelation by prices is a phenomenon that
attaches to perfect competition and is seen to break down in the oligopolistic
setting. The non-atomic case of perfect competition is simpler [as is shown in
general in Dubey and Kaneko (1982)] in that the strategies can be taken 10
depend on history only insofar as that history reveals something about the
state of nature. Threat equilibria, in which strategies depend also on the
moves of other agents, disappear. To return to our main point, in the non-
atomic case agents rationally take into account what others know, and the
market is efficient in the sense that prices eventually convey all relevant
information. Yet we have a process which takes real time and always allows
the better-informed traders to profit from their superior information. Tech-
nical analysis (the study of past prices) does not bring superior rewards, as we
shall see in section 6; contrary to the strong forms of the efficient markets
hypothesis, however, both fundamental analysis and insider information are
potentially profitable (see again section 6).

One can give several interpretations to the time periods in our model. For
example they might correspond to the seasonal meetings of the market after
harvest. The farmer offers to the market his crop of wheat, as a matter of
prior commitment made at the time of planting, no matter what the price
turns out to be. When he is deciding how much to plant he looks to the
previous period’s price as a guide to what price his wheat might bring in the
future. In that sense the farmer in our model is a more sophisticated
analogue of the farmer in the famous cobweb model, who always assumed
next period’s price would be the same as last period’s price. It might be
natural under such an interpretation of the periods in our model to take the
utilities u"(x, X) to be of the form v"(x) +w"(x). It is easy to see (and Example
2 in section 7 illustrates it), that with such separable utilities the second
period N.E. prices p(s) and allocations will (generically) be exactly the same
as the REE. prices and allocations in the economy E=(&",w"), .y, not
because agents learn from prices j(s), but rather because they already learned
from first period prices p(s). Of course it might still be more natural to allow
the money good L to be inventoried from the first period to the second
period, and perhaps to assume that each farmer quotes a price p” as well as a
quantity and that consumers then choose where to buy and so on. As we
have indicated earlier, all these extensions to our model can be easily
incorporated (for example by using the Dubey—Shubik [(1978, 1980)] price—
quantity models instead of the Shapley-Shubik bid-offer model) without
affecting our basic results.
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In a second interpretation we might take our model as a representation of
a tatonnement process with actual (not ‘virtual’) trade. Our innovation is not
in postulating a dynamic model in which recontracting is not allowed, but
rather in providing a model in which agents optimize over the whole
horizon, not myopically, and in which they, not some fictitious auctioneer,
set the prices.!* Of course under such an interpretation one should allow
almost all the goods to be inventoried. (Again, as long as at least one good
cannot be inventoried in any state, all of our results remain unaffected.) One
would also expect that the utilities u”(x,X) would be v(x+X), ie., the
disutility of waiting is negligible. Since our main theorem applies only
generically, and perfect substitutes utilities are a knife-edge case, our
propositions do not necessarily apply, when u"(x,%) is v"(x+X). [They do
apply, however, to utilities u"(x,X) arbitrarily close to v"(x+x).] Therefore
one might suspect that the agents would trade very liitle in the first period
and simply wait until the second period when they had more information to
do most of their trading. The resulting N.E. allocations might then look very
much like the R.E.E. allocations of the economy E=(v",¢"+¢&"),.y that we
have been criticizing. As we shall show in the last example of section 8,
where we take u’(x,X)=1"(x+%) and we allow all goods to be inventoried,
this intuition is wrong. Agents would trade in both time periods because the
prices in general will be different. An agent may know better in period 2
what is really valuable, but so does everyone else, and the price may be
higher. There is an insurance benefit 10 trading before the information causes
the prices to fluctuate. In fact, for this reason the allocation of the strategic
market game in our particular example Pareto dominates the R.E.E.
allocation.

In our game nature moves only before the first period; by the second
period the less well informed catch up to the better informed. It would be
just as simple to consider a model in which a new event occurs every period.
In that case ‘experts’ would remain one step ahead of everybody else.

Let us re-emphasize that our results are not at bottom an artifact of the
model we have employed. We could, for example, have had agents
submitting limit orders, contingent on several prices, and still proved similar
results, provided that the dimension of the strategy spaces was not too large
(see section 6). No matter how large the strategy spaces, if the mechanism is
weakly continuous, it cannot implement R.E.E. (see section 8). Consider the
excess demand function mechanism. It is easy to show that if N is non-
atomic and if the strategy space includes all excess demand functions, and if
the rules of the game specify that trade takes place at the unique market

14The most prominent myopic models, which place fewer demands on the calculating abihties
of the agents, are Bray (1982) and Blume and Easely (1982). Nevertheless, these models are open
to the same process criticism we have been leveling agamnst R E.E
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clearing price given all the demands if there is one (otherwise no trade is
allowed), then generically R.E.E. can be implemented as N.E. Of course this
mechanism is open to the obvious criticism that one cannot imagine agents
(or a clearing house) who have the capacity needed to play it. We take as a
dictum - and this is met by our model — that both the strategy sets and the
outcome map be simple and ‘playable’. The mechanism is also not
continuous: if a few traders change their demands, the allocation can jump
wildly (from zero net trade to a large trade). Observe, incidentally, that the
submission of a fixed bid b, is equivalent to the submission of an entire
demand curve, {x(p)|x-p=b,«}, that is everywhere downward sloping. The
submission of a fixed quantity for sale g, is of course equivalent to a vertical
supply curve. Given a collection of such downward sloping demand curves
and supply curves (all, by the way, depending only on the own price) a small
change in one of them will inevitably lead to a small change in the
equilibrium price and allocation. In order to implement R.E.E. over more
than a small domain of economies, however, one would need upward sloping
demands as well as downward sloping demands. And as section § makes
clear, that inevitably leads to a discontinuity.

6. Formal statement of the N.E. approach

We consider the case when the agent-space is non-atomic. For convenience
there is a finite number of types of agents: 1,...,N. Type n consists of the
continuum (n—1,n] endowed with the Lebesgue measure for every ne N=
{1,...,N}. [The triple use of n: as the number n, as the set (n—1,n], as the
name of the nth type; as well as the additional fourth use of N as the set of
types {1,...,N}; should cause no confusion. The usage will always be clear
from the context, and it saves enormously on notation.]

The game I' described in section 4 has some trivial ‘inactive’ N.E.’s; for
instance consider the strategies in which all agents bid or supply zero
everywhere. Additional N.E’s can be constructed which leave any specified
subset of the 2x(L—1) x§ trading posts inactive. Our interest is in pinning
down conditions which guarantee the existence of active N.E.’s, namely those
which produce positive prices in each trading post. From now on, we shall
always mean an active N.E. when we say N.E.

It turns out that N.E. do not always exist for I. However we will state
sufficient, and rather weak, conditions on endowments and utilities for which
N.E. exist generically. Let & be a cube in RY*L*Sx R¥VXL*S which is
bounded and has no vector with any zero components. Each point in &
completely specifies endowments of the L goods in each of the S states and
the two time periods across the N trader-types. If utilities are strictly
concave, then any N.E. of our game will be type-symmetric. Therefore we
confine our analysis to type-symmetric reallocations. Clearly there is a cube



118 P. Dubey et al., Revelation of information in strategic market games

% in RL*S x RL*S such that if x!,...,x", %1,...,%" is such a reallocation of a
point in &, then (x",%X")€%. Let % be a finite dimensional manifold of C2,
strictly concave functions defined on some neighborhood A4 of ¥ which
satisfy, for some O<o<d’, 6<dU/dx;, OU/0% <0.'> Suppose also that if
ued and (c,¢) is any sufficiently small vector in RY*Sx RL*S then
u(x, X)=u(x,X) +(c, &) (x,%) is also in %. The simplest example of such a
space % is obtained by fixing a single C2, monotonic, strictly concave @ and
letting U={v:0=1+(c,&)(x,%), ||c, || <e}. A point in % represents a choice
of utilities for the N types. We will keep all the other data of the game fixed
as in section 4, and vary only the endowments and utilities. & x %" can then
be thought of as the space of games. Our main theorem is now readily
stated.

Theorem 1. There is an open dense set O in & x U with the properties:

(i) N.E. exist, are finite in number, and vary continuously on 0.
(i) If z:(0,N]>RED*S L RE-DS js the move at any N.E. in (i), then z is
Sully revealing, i.e.,

I¥(s) # I*(s') = n(z(s)) # nl2(s).

(iii) Suppose there are two types of traders n and w who are identical in all
respects except that I" strictly refines I". Then at each N.E. in (i), the
Sfinal utility of type n traders is strictly bigger than that of type n'.

We defer the proof until section 9. Here let us examine the bearing of the
theorem on the efficient markets hypothesis. This comes in both a strong and
a weak form. The strong form asserts that individual expert knowledge
cannot be exploited. Part (iii) of our theorem asserts just the opposite,
sharply distinguishing the N.E. approach from the R.E.E.

To discuss the weak form, let us imagine that our game is played over
more than two time periods: 1,2,..., T Each agent n could be supposed to
have fixed initial private information as before, or more generally, he might
have access to successively finer information: I"(1), I"(2),...,I(T), where I"(r)
refines I"(t—1). In addition, at any time ¢ an agent can use the entire history
of past prices p(l),...,p(t—1), so that his knowledge is given by
I"(t) v I(p(1)) v I(p(2)) v --- v I(p(t—1)). It can be shown in this game that,
at a generic N.E.,

I(p(t—1)) refines I(p(t—j)) for j=2,...,t—1, t=2,...,T

15In fact we could take % to be the infimte dimensional Banach mamfold of all such
funcuons, and get the same result.
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(The proof is entirely analogous to the proof of Theorem 1 in section 9.)
Therefore in an N.E. no agent can gain from tracking the history of prices;
all that he could learn is embodied fully in the last period prices. This is
exactly the weak form of the efficient markets hypothesis, and our N.E.
satisfy it. (So do the R.E.E)

Remark 1. The space of utilities U can be taken to be all C? functions on
A, equipped with the C? topology. Theorem 1 remains true; we would need
to use the infinite dimensional transversality theorem in its proof.

Remark 2. Theorem 1 remains intact for a wide variety of ‘smooth’ games,
though we focused on the Shapley—Shubik model for concreteness. Suppose
that the set of moves X" available to type n agents is an open, bounded set in
some Euclidean space (for each n). We consider only type-symmetric choices
of moves and require that the map from X! x --- x 2" to prices and trades be
smooth. Finally suppose that the dimension of 2" <(L—1)-max{|T|: T e I"} for
some n. Then our theorem goes through by a similar proof. (If one considers
the potentially large number of states of nature, in any realistic situation,
then the restriction on the dimensionality of X" is seen to be not so severe.)

7. Some examples

In the first three examples there are three types of agents and two goods, a
commodity good and a money. There are two time periods and two states of
nature. In the second state of nature the commodity has no value to any
trader. There is a continuum (2, 3] of identical agents xe(2,3] called sellers
who each own 20 units of the good in each period and no money. They have
utility only for money. They will always put all their goods on sale in our
simple Shapley—Shubik game and, since they have no money to bid, we can
suppress their choice of actions from our analysis of the strategic game.

The first two types of traders have the same utility functions

'=3(Alog x| +w} + Blog % + W) +3(wh + W)

= [3(Alog Xy + wh) + 3w+ [5(Blog X5 + Wh) +4wh] =T +11, )
where x} (X}) is the consumption of the good in state 1 at time one (two)
and w} (%)) is the holding of money during time period one (two) in state s,
s—1 or 2. Each of these traders has an endowment vector (0, M) in both
periods. The trader(s) of type 1 can distinguish between states s=1 and s=2,

while the trader(s) of type 2 are uninformed.

Example 2. The purpose of this example is to illustrate Theorem 1 and to
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show that the N.E. approach is easy to work with. We assume that there is a
continuum of agents ae(0, 1] of the first type and also a continuum of the
second type x€(1,2]. For now we shall not allow the inventorying of either
good (including the money). In the first period the uninformed traders will
each bid an amount b in both states of nature, while the informed traders
will bid state dependent amounts b, and b, If we have not made a
degenerate choice of utilities, the resulting prices p, and p, will, according to
our theory, be different and so will reveal the state of nature to the
uninformed traders in period 2.

Since there is a continuum of traders of each type and the utilities are
separable between time periods, our introductory remarks imply that a
player o will make his first period move simply to maximize his first period
payoff, assuming correctly that he can have no effect on his second period
payoff, or on the first period price. As the good is of no value in state 2 we
may set b, =0. Fig. 1 shows market clearance and price formation in states 1
and 2 in period 1.

price price

pq=by+b

1 20
_b
P27 20
quantity quantity
a b
Fig. 1 a1s state 1; b 1s state 2
The first period payoffs to the informed traders are
I__1 bl 1 1 bl
I =3 Alogp—+M—b1 +sM =5 Alogp—— ]+ M. 2)
1 1

The first period payoffs to the uninformed traders are

HU=%<Alogp£+M—b>+%(M—b)=%Alogp£——b+M, 3
1 1
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where p, =(b, +b)/20, p, =5b/20 but each infinitesimal player treats p, and p,
as fixed. Agent optimization gives

A A
£ Lo, 4
- 1 and =1 (4), (5)

Suppose 4=B=10. Then we have b, =10, b=5, p,=3/4 and p,=1/4, x! =
by/py =134, x{ =b/p, =63, x;=0, x§=b/p,=20 and hence,

M=5log 131 —5+M, 6)
mY=5log6%—5+M. (7

We may leave off the M to see the gains from trade.
In the second period both traders will be informed since p, =3/4#1/4=p,.
In that case their second price payoffs are

_ b
H’=HU=%<Blogﬁ—1—El>+M—% 2 (8)
1

Of course if state 1 occurs in period 1, then by definition it occurs also in
period 2. We find that b, =0 for both traders and b, =10, p, =1, p,=0, and

=Y =5log 10—5+ M. )

Note again that the prices reveal the information, which is already known,
anyway.

We have found the equilibrium outcomes and payoffs; we leave to the
reader the full specification of the equilibrium strategies. It is clear that

M+ 1 —(IY + 1Y) =51og 2> 0. (10)

Observation 1. We have shown by example here that it is easy for a whole
class of small traders to gain from extra information even though it is
revealed by the prices formed.

-Example 3. The purchase of information. Let us augment the game of
Example 2 by introducing a period 0 in which type 2 players may pay 4 to
learn Nature’s move. (We shall assume that the players of type 1 know if the
information has been bought or not.)

Let us consider two cases for the cost 4 of information:

A<5log?2, A4>5log?2.
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As we have seen, if no trader of type 2 purchases information, then the first
period market yields a payoff of 5log133i—5+M to the informed and
5log65—5+M to the uninformed. Regardless of whether information has
been purchased, the second period payoff is 5log10—5+ M. If the cost A4 of
information is greater than 5log2, then this is a Nash equilibrium — no agent
will purchase information. On the other hand, for 4<5log2 each agent will
be tempted to purchase the information. Now suppose all but one of the
continuum of type 2 agents has indeed purchased information. Each trader
would then be earning 5log10—5+M in the first period. If the one
remaining trader chose not to purchase the information, he would earn

max%(lOlog?—b>+M—%b. (11)
b

Solving his first order condition 5/b=1, we get that his expected utility is
5log5—54+M, hence if 4<5log2 he will also purchase the information. If
A<5log2 the only (symmetric) equilibrium occurs where everybody
purchases information. If 4> 5log2 the only (symmetric) equilibrium occurs
where nobody purchases information.

Let us now consider the game in which neither the type 1 player nor the
type 2 player is initially informed, but each one can purchase information at
a price 5log2<A4<10log2. If nobody purchases information, then the
payoffs in both periods will be the same: each player will act 1o

max%(lOlog%—b>+M—% (12)
b
giving the first order condition

5
=1 13
b (13)
so that b=5, p=1/2 and the payoff to each player is 5log10—5+ M in both
periods. A player who purchased information could make

2max—§—<1010g%15 —b1>+M=2[510g20——5+M] (14)
bl

for a gain of 2[5log2]=10log2. Now for 5log2<4<10log2 it is evident
that every player will find it profitable to buy information; on the other hand
once every player has purchased the information it is no longer so valuable
(since it will then be revealed anyway in the second period). There is no N.E.,
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in pure strategies. For 0<A4<5log2 there is a Nash equilibrium in which
every player purchases information.

Observation 2. If information is available for sale it may be bought at an
N.E,; for sufficiently low but strictly positive prices it always will be by those
agents who don't already know it. In contrast consider a R.E.E. with fully
revealing prices. If we augment the R.E.E. model with a market for
information, as above, there will be no incentive for any individual to
purchase at this market. But then no private information will be available to
be revealed by prices. This shows that R.E.E. do not exist with a market for
information (as Grossman-Stiglitz pointed out). [Depending on the
circumstances, there may be intermediate levels of the price of information
for which the symmetric pure strategy N.E. in our game are also destroyed,
as in Shubik (1984).]

Example 4

Observation 3. If the number of traders is finite it is possible that they will
choose to conceal information in early markets if greater profits are to be
made later. Thus the revelation of information is a phenomenon that
attaches to perfect competition and may well break down in an oligopolistic
setting.

To illustrate this, we consider a game with one player of each type. Player
1 can pick strategies which will disclose his information, and by doing so
may make a higher payoff in the first period. He also has the choice of acting
as though he were uninformed. By doing so he earns less in the first period
but does not disclose information about the state of Nature.

Suppose for example we assume that there are two periods and the market
structure and preferences in the first period are as in Example 2. In the
second period the commodity for consumption in state 1 is 10 times as
valued as in the first period; 4=10, B=100. Furthermore the supply in each
period is the same and the good cannot be inventoried by the consumers.
The utility function of a trader can be written as

U'=[4(101og x} +w}) +3wh ]+ [$(100log £, + Wh) + 3wy ] =T+ IT"
(15)

First suppose there is only one period with one trader with information
and one without. The payoffs are as follows:

b
1_1 S 16
n 2{1010g20b+b1 b1}+M, (16)

M2 =510g 20 —b+M. (a7

b
b+b,
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As there are only two traders they each influence price where p, =(b+5b,)/20
and p,=>b/20.

We may construct table 1 showing the duopsony gains from trade
solutions to the one period strategic market game.

Table 1

Four one state games' Duopsony payoffs.

Type 2
Type 1 Informed Uninformed
Informed 9.013, 9.013 10.234, 7.643
Uninformed 7.643, 10234 9.013,9013

A multiplying of these numbers by 10 yields the payoffs in the second
period subgames. It is straightforward to observe that if the informed player
chooses to earn 10.234 and thereby reveals his information in the first period,
he will earn 9.013 in the second period. If, on the other hand, he plays as if
he were uninformed in the first period the totals earned are 9.013 and 10.234.
The full payoff with disclosure is 100.364 and without is 111.353. It is
important to note that it does not matter that the player of type 2 knows
that the other player lies; there is nothing he can do about it. He gets no
information on Nature. This result is robust; we could have had k traders of
each type, as long as each had influence on price. With a continuum of
traders a single individual who is informed is tempted to save money by not
buying worthless goods in state 2. All of them would do this, the price would
change and the information would be signalled. In the following example we
again assume a continuum of traders.

Example 5. Let us consider an economy in which every agent i has a utility
u'(x,X) of the form u'=u'(x+ X). Each agent will be allowed to put up for sale
however many goods he wants and to bid money for all the commodities.
Inventorying will also be allowed. Since the form of the utility function
implies that there is nothing to be gained by having a commodity today
rather than waiting until period 2, one might suppose that the agents would
wait until the first period prices had revealed all the information before
doing nearly all their trading in period 2. In that case the final allocation
would apparently be nearly the same as the fully revealing R.E.E. of the one
period economy obtamned by combining the endowments of the two time
periods into one. However, we shall show not only that the Nash equilibrium
allocation of the strategic market (bid—sell) game is different, but moreover
we shall show that in our example it (ex ante) Pareto dominates the R.E.E.
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allocation. This of course demonstrates the failure of the first welfare theorem
for a R.E.E. allocation. It can be in the interest of all to trade before their
information is complete.

Let there be two types of agents ac(0,1], Be(1,2], two commodities (x
and money) and 4 states of nature. Let each ae(0, 1] agent have utility:

Ur=4/x% + 35 +3 /(W3 + W33 +5/wh + W5 + 3 /x3 + %4 (18)

For fe(1,2], let

UP=4/¥+ 3 4/ + D3+ 4/ W+ WD +4 X+ 3 (19)

In states one and four, only the good has utility, in states two and three only
money has utility. Let the agents of type 1 distinguish odd and even states,
and let those of type 2 distinguish se {1,2} from se{3,4}. (See table 2.)

Table 2
Type 1 distinguishes rows; type 2
columns.
Type 2
Type 1 x=20 x=15
M=20 | S 3 M
M=30 2w 4

Let the endowment of type 1 agents be 20 units of money for se{1,3} and
30 units of money for s€{2,4} in both periods and nothing else.

Let the endowment of type 2 agents be 20 units of x for se {1,2} and 15
units of x for se {3,4} in both periods, and nothing else.

It is easy to see that once the state of nature has been revealed, no further
trade will take place. Hence we need only find (b4, by), the money bids of a
trader ae(0,1] if he sees top or bottom respectively, and s;, sg, the amounts
of x offered for sale by each f<(1,2] if he sees left or right, respectively. Thus
a€(0,1] acts to

br b
max} p—T+%, /(60 —bg)s +4./40—br+% |2 (20)
bT’bB 1 4

p

such that

0<b;<20, 0<hy<30
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while each agent fe(1,2] acts to

max §,/40— sy +1y/p28:3+4y/Pasat +1./30—sx (1)

SL SR

such that

One can easily verify that by =20, by=30, 5,=20, sg=15, p,=1, p,=3/2
p3=4/3, p,=2 comprise a Nash equilibrium, since for each se{1,2,3, 4}
by/s,=p, and the first order conditions

>

b

40 60
bpme—— ' hym——
" l+p, P 1+1p,
40p, 30p,
Sp= X Sp= X 22
Y 5-p, 44, 22

are satisfied. The prices are fully revealing, and in the second period there is
no further trade. The expected utility of any type 1 agent is

20+4,/15+4,/20+4,/15 (23)

while for fe(1,2] we get

U =4 /20 +4/45+ 1 /B3 + 1 /15 (24

By contrast, in the RE.E. (where prices together with each agent’s
information fully reveal the state to him) we get

U?=U%=%,/40+1./30. (25)

8. Non-implementability of R.E.E.

We shall now show that if we replace the Shapley-Shubik mechanism with
any weakly continuous, anonymous mechanism, then the N.E. approach
remains distinct from R.E.E. To make this precise, suppose that each agent
in (0, N) has access to a set of moves 2. All that we need assume about X is
that it is a measurable space. The fact that each agent can use the same set ~
reflects the ‘anonymity’ of the mechanism, i.c., the market is blind to the
private characteristics of the agents and cannot discriminate a priori among
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the moves permitted to them. Let £ denote the set of all measurable move-
selections by the agents, i.c., £ is made up of all measurable functions from
(0,N] to 2. A mechanism consists of two maps

SARE and IxR:E 4RI

where
Ij\! d(6(t), n(G))dt=0 for all e X
0

and

@d(o,p) - p=0 foralloeZX, peRL.

Let us interpret our symbols: 7(6) is the price vector produced when agents
move according to 4, and ¢(a, p) is the net trade that accrues to any trader if
his move is ceX and the prices p prevail. Note that the absence of a
superscript of ¢t on ¢, and the common access to X by each t discussed
earlier, makes the mechanism anonymous (we could also add that = depends
only on the distribution induced by & on X though we don’t need this) and
requires trade to be conducted via prices.!® For the mechanism (Z, 7, ¢) let
us construct the game tree exactly as was done in the case of the Shapley—
Shubik mechanism. For ease of discussion consider only one time period.
Then the strategy of an agent of type n is a map o, from the state space to
moves, S 3 X, which is compatible with the partition I”, i.e., constant on each
piece of it. Let X7 denote the set of all strategies of an agent of type n; and
let &, =the set of all measurable strategy-selections by the agents. A choice
&*ef* by agents t€(0,N] [where G,(t)eZ} if te(n—1,n]] produces a
reallocation x(6,)=(0, N]J—R*5 and prices p(¢,) € RL*S. This is done in the
obvious manner via the mechanism. For any state of nature seS, the
strategy 6,(t) of each agent ¢ prescribes a move (6,(f))(s) by him. Given the
collection of moves by all the agents, trades and prices occur in state s
according to ¢ and 7.

We now proceed to define an N.E. of this anonymous game. For o(t)e 2%
and 6,e5,, denote by (&,|o(t)) the same choice as &, except that &,(1)
is replaced by o(t). We will say that &, is a Nash equilibrium if, for each
te(n—1,n] and each neN,

x'(d,) maximizes u"(x+e") on

x € {x&,|o(t)):0(t) € Z}, and x'(6,]o(t)) +e"e RL*S}.

16We can allow for the possibility that when no twrade occurs, no price need be quoted. Simply
extend the range of 7 to R% U {#} and require that ¢(c,h)=0 for all e X.
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Note that the set of strategies to which an agent can deviate depends upon
what others have chosen. Without this stipulation it may happen that
X6, |o(r) +e"¢ RL™S, i, agent t may be assigned a net trade which he
cannot honor. Thus we are here talking of a ‘generalized game’ as in Debreu
(1952).

First we will show that, if we impose a weak continuity requirement on ¢
and =, then one can always find an open set of economies, each of which has
a REE. that is not an N.E. In short there does not exist any continuous
mechanism which implements R.E.E. everywhere.

To define continuity of = we will need a little notation. Let &:(0,N]-X
and 6:(0,N]-X be two move selections. For 0<A<N, let AG+(N —2)é
denote the move selection in which

 chooses a(t) of te(0,4],
N80 i re(AN].

Continuity assumption.

(i) n(A6+ (M —2)6) is continuous in A,
(1)) ¢(o,p) is continuous 1n p for all 6e X, pe R: .7

Fix §, L, N and {I":ne N} with I"+#I" for some pair n, . Let & x %" be
the set of all endowments and utilities (satisfying the assumptions of section 6)
for this data, ie., & xUN~{e',...,e"; u',...,u":e"eRY*S, u":RL*S R}, Recall
that & is a topological space (with the C>-norm on utilities).

Theorem 2. Given any anonymous and continuous mechanism, there exists an
open set V" of economies in & x U™ such that each economy in ¥ has a (type-
symmetric) R.E.E. that is infeasible in the mechanism [i.e., no choice of (type-
symmetric) strategies can lead to it]. In particular, these R.E.E’s cannot be
implemented as (type-symmetric) N.E.’s of the mechanism.

Proof. First, for simplicity, we take S={1,2}, L={1,2}, N={1,2}, I'=
({1,2}), P=({1},{2}). It will be clear that our argument can be embedded in
any general model with asymmetric information.

Suppose (X, ¢, 7) is an anonymous, continuous mechanism and & < & x ¥V
is a dense set on which R.E.E. are feasible via the mechanism. We will show
that this leads to a contradiction.

For any type-symmetric R.E.E. of an economy in & x %", define its ‘profile’
to be the table below (where the price of commodity 2 is fixed at unity):

17No~te that (1) and (u) together mmply that (1) the net allocation to trader ¢, (&, n(A6 +
(N —4)6) 1s continuous in A, 1f t < A. If we extend = to include the no irade point h, then we need
to impose (i1) as well as (1) and (ii) in order to prove Theorem 2
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State 1

Price of commodity 1 P p?
Net trade of

commodity 1 by z! z?

agents of type 1

A key fact that we will exploit is that as we vary over 2, the set of profiles
p!, p% z', z% obtained is dense in R2 x R2. This follows at once from the
well-known fact that

() R.E.E. vary continuously on an open dense set % of & x %",
(i) the profiles obtained from R.E.E. of economies in % are dense in
RZ x R2.

It is clear that we can find an economy in & which has an R.E.E. profile

with p'>p? By assumption this RE.E. can be achieved through type-
symmetric strategies in the game tree built out of (2, ¢, 7). Denote them:

State
Moves of type 1 o
Moves of type 2 ¢! ¢

We claim that there exists another economy in & with an R.E.E. that has:
)

State 1 2
Price of good 1 P P

Final holding of
good 1 by type 1 7t 72

(I p'>pt>p*>p?, and

(I1I) one of the following four cases obtaines:
Case A.

i) ¢(o,p)+¢(a’, ) 20,

(i) ¢(o,p%)+ (0% %) 20,

(i) 2' > (o', pb),

(iv) 22>¢(a?, 5.
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Case B. = 1n (i),

in (i),
in (iii),
in (iv).

Case C. < in (i),

in (ii),
in (iii),
in (iv).
Case D. in (i),

in (ii),
in (iii),
in (iv).

AANAAN VAINVA AV AIV

Note that the four cases correspond to all the possible combinations of
mequalities in (1) and (n). Given any such case, it is always possible to choose
numbers 7' and 72 satisfying (iii) and (iv).
The claim follows straightforwardly from the continuity of ¢ in prices, and
the fact that profiles of & are dense in R% x R2. We leave it to the reader.®
Suppose Case A of (III) holds. Let & denote the move of type 1 of a
strategy-choice which yields (p!, p3, 71, 2%). Put

p¥=m(a,d).

Here (0,6) stands for the function from (0,2] to ¥ which maps t to o if
te(0,1] and to & if te(1,2]. Now at least one of the two cases must occur:

(a) p'e(p*,pY),
(b) p2e(p? p*).

If (a) occurs, consider Ag'+(1—A)G, ie., the choice of moves by agents of
type 2 (t€(1,2]) at which

t chooses ' if te(l,1+441],
t chooses ¢ if te(l+4,2]
(Here 0£1<1.) Then
n(e, Aot +(1-2)6)=p! if i=1,
=p* if A=0.
'8We may also assume that ¢(s,p;)#0 and ¢(o,p,)#0, and (from the continuity of ¢ in p) we

may assume that p, is chosen close enough to p, that ¢(o,p) 1s bounded away from 0 on

(71, p11v [P2. 22
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By continuity of 7 in A, we must have
(e, e +(1—21)5)=p*

for some 0<J< 1.1 We will show that at this choice of strategies, the total
net trade will not balance, ic., integrate to zero. The total net trade is

#(o, p")+AP(c*, ) +(1 —D)P(G, pY) = P(a, p*) + Ag(6*, ) + (1 — T)z%,

and this is strictly positive since 7'>¢(s!,p') and ¢(o,p')+d(a!,p*) 20
(recall Case A), a contradiction. If (b) holds a similar contradiction is
reached. Cases B, C, D are worked out just like Case A. Q.E.D.

Remark. Theorem 2 implies in particular that the excess demand game does
not continuously implement R.E.E., even if the economies are restricted to
the generic set where the R.E.E. correspondence is well-behaved. The reason
is that for non-pathological econmomies, the R.E.E. allocation for some
commodity may be increasing in its own price. To implement such an R.E.E.
would require the submission of both upward and downward sloping excess
demands. But this gives rise to multiple market clearing prices. No selection
rule can continuously specify a single price. Even if we drop the requirement
that a price is quoted when no trade is allowed, so that the excess demand
mechanism could specify no trade at ‘b’ when there are multiple market
clearing prices, the mechanism would not be continuous in its allocation.

Remark. 1t is natural to ask if a stronger result is possible, namely whether
for any anonymous, and continuous mechanism there is also a dense set of
economies in & x UY on which R.E.E. cannot be implemented. Consider the
two trader, two state, two commodity case in which the move space X
consists of all linear, downward sloping excess demand functions d(p) for
good 1 (the quantity named for the other good is dictated by budget
balancing and p,=1). The map = is determined by the necessarily unique
intersection of aggregate excess demand with the price axis; ¢ gives each
trader the trade he has submitted at this market clearing price. Note that ~
is finite-dimensional and the mechanism is anonymous and continuous. It is
clear that there is an open set of economies in & x U2 whose R.E.E. profiles
all satisfy the property that p' >p? and z! <z?. One can easily check that the
R.E.E’s coincide with the N.E’s of the generalized game, for this open set of
economies.

%This remains true even when the range of = is extended to include the no trade pomt h
Recall that ¢(o, p) is bounded away from 0 for pe[p,,p1], and apply continuity axiom (1ii).
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9. Proof of Theorem 1

The proof consists of three steps. We will define a ‘potential Nash
Equilibrium’ (p.N.E.) which exists for every I'=(e, &,u)e & x %" (section 9.1).
Then we define ¥~ and prove that for all I'e ¥~ the set of p.N.E. of I' is finite
(section 9.2). Finally we show that for I'e 7", the set of p.N.E.=the set of
N.E.=the set of fully revealing N.E. (section 9.3). Throughout we cut the
notation in half by assuming that the agents always put all their endowments
up for sale (the ‘sell-all’ model). The proof is nearly identical in the buy-sell
case.

9.1. Potential Nash equilibrium

Fix I'=(e,é,u) in & xU". The fictitious game I'* is obtained from I' by
the modifications: (i) the information partition I" of each type in period 2
is replaced by I'v -~ v I¥ [Wlo.g assume that I'v---v [¥N=I*=
({1},...,{S}) from now on.] (ii) Strategies are restricted to be bids contingent
only on the information about chance moves and not contingent, beyond
this, on others’ moves, i.e., b"(s, z) =b"(s) for all ne(0,N].

For 4>0 consider the A-modified fictitious game I'% in which [in addition
to (i) and (ii)] an external agency is imagined to have placed bids of size 4 in
each of the 2(L—1)S trading posts. This does not affect the strategy sets of
I'* but only the strategy-to-outcome map.

A potential Nash Equilibrium (p.N.E.) of I' is simply an N.E. of I'*. If y(I')
denotes the set of N.E. of I, then clearly p.N.E. of I'=y(I'}).

Let - 2" denote the strategy-set of type » in the game I'*, 420. A typical
element of 2" consists of a pair of vectors b”, b" in R~ V*5 measurable w.r.t.
I", I* respectively. Since utilities are strictly concave, and the set of agents
(0,N] is non-atomic, it is obvious that at any N.E. of I'% agents of a given
type use the same strategy. Therefore in our analysis of n(I'%) we may restrict
ourselves to the set =" x --- x IV,

For >0 denote by X, the subset of X at which all prices p,, pj, (le L—1,
s€8) in the two periods are at least u.

Lemma 1. There is a u>0 such that if '€ & x %N then y(I'%) <, for A>0.

Proof. First let us show that there is a g, such that if the first period moves
at some N.E. of I'} are b, then pl, >y, for all 5,1 (By pl, we mean the first-
period prices that accrue from b in the game I'%) Note that since 4>0, we
must have p®>0.

Case 1

n
ls<e’is
leL—1
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for some ne N and seS. If an agent of type n increases his bid bj(1) (rel,(s))
by £>0 then the increase in his payoff, for small &, is approximately

ou |, ou
7 > b ’
SI:re‘IL:‘(s) <ax;, /plr aqu>] = e[a/pls II,,(S)IO' ]

for any reI,(s). This must be non-positive, therefore

Phzo/(|1(s)| ') 2 0/Se’ |.

The same argument shows that for any [, if bj,>0, then for any e L—1,
b =pho/Sa’, since agent n can always withdraw & from market ! and bid it
on market I instead.

Case 2

Y. bi=¢}, forallneN, andsome seS.
leL—-1

Let é,=),.ne} Then if Case 2 holds, for at least some leL—1, p%>
e/é(L—1), since by hypothesis all of &, is bid and it must be bid on L—1
markets. But now by the argument after Case 1, we get that for all 'e L—1,
p?’s;(e—Ls)/(éls(L— I)SO") Letting .ul =minleL— 1,5eS8 {19 ICSS éLs/e_ls(L_ 1)}(G/SOJ)9
we have shown: ben(I')= pj,>u, for all I and s. In an exactly analogous
manner, one can check that there is a u,>0 such that if 5 are the second-
period moves at any N.E. of I'% then p;(2)>pu, for all | and s. Then, with
p=min{y,, u,}, the lemma follows (recall the bounds on endowments in &).

Q.E.D.

Lemma 2. If A>0, then y(I'%) is non-empty for any I'e & x U".

Proof. If A>0 the strategies-to-outcome map is continuous. (It blows up if
A=0, ie., in the unmodified fictitious game I'¥ at strategies which produce a
zero price in any trading post ... hence the importance of Lemma 1.) The
proof now involves a straightforward use of Kakutani’s fixed point
theorem. Q.E.D.

Lemma 3. n(I'*) is non-empty for any I'e & x U™,

Proof. Take a sequence {4™}, A"—0,. Let "b, "be n(T",.). (By Lemma 2 such
™, ™b exist.) Let *b, *b be a cluster-point of the {"b,"b). By Lemma 1, p}’,
p¥¥>u>0 for leL—1 and seS. Then *b, *b is a point of continuity of the
payoff functions, from which it easily follows that *b, *b e y(I'*). Q.ED.
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Remark. A straightforward fixed-point argument was not possible because
of the singularity of the strategies-to-outcome map at places which produced
zero prices. This made the A-approximation necessary.

9.2. Generic full revelation by prices

The idea of the proof is very simple; the execution is somewhat more
complicated because of the possibility that a player may choose to be at a
vertex of his strategy set, thus preventing us from differentiating in all
directions. Ignoring that possibility for now, consider the set of strategy
vectors T=[],cn .2, N Y3, that is vectors (b%,b7%), neN, seS, i=1,...,L—1
satisfying b" is measurable with respect to I,

L—-1
b:‘s95:ls>_83 Z b:ls<e2s+8’
1=1

L—1
st<éis+s fori=1,...,.L—1, seS,
=1

t

and lastly that the resulting prices p,=), yb/Y  enes and p=Y,.vb./
Ynenés are all strictly greater than 1u>0.2° Note that T is a manifold of
dimension Y, n(#I"+ #S)(L—1)=k. These strategies form a ‘non-vertex’,
potential Nash equilibrium if and only if

(1) (b",b" is in the compact set Y, of bids that give rise to prices, greater or
equal to u>0,
(2) for each reI", and each i=1,...,L—1,

ou” ou'
" = L —
" S;' [aXlS ("SZN efs/";N bls> a)(Ls:l O’ and

(3) for each seS, and i=1,...,L—1

b

-, OU" -~ ou"
dr=""T" 5n - —
i (53 L)oo
where 0u"/0X, 0u"/0X are evaluated at X% =el,+b,/p,,,

X’:‘s=éfs+@ fori=1,...,L—1, seS

is

200f course some x% may now end up negative (since T allows for negative bids) but if ¢ 1s
small the consumption bundle x, X will still lie in the neighborhood 5 on which 4 1s defined.
Note also that we have assumed, as 1n the last section that ["2=I*=S so that there 1s no
measurability restriction on b”
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_eLs Z bls+ Z pts 1s9

_eLs Z + Z st 1s’ SE .

Notice that we have ), y(# I"+ # S)(L— 1) equations to satisfy in equilibrium
and exactly the same number of unknowns,

Recall that our definition of the utility space % implied that if u¥e¥
then adding a sufficiently small linear function (c,¢)-(x,X) to u" produces a
utility also in %. Hence we can perturb the equilibrium equations locally in
any way we like by perturbing the utilities. In other words, the map

lﬁl%NX T_)IRZ,,EN(#I"+S)(L—1)E R*

given by y(u,b)=[],.n(P"xP") is transverse to OcR* Hence by the
transversality theorem?! there is an open and dense subset of #" for which
there can be only a finite number of ‘non-vertex’ equilibria. Furthermore, if
s# there is some agent n such that r#r el”, ser, ser. Hence the map
YUY x T-R**! given by

B, b)=(¢(u, b»( 5. b, / zNe';s>—(sz';s, / ) ))

is also transverse to O0eR***. Hence for an open and dense subset of %"
there are a finite number of non-vertex equilibria in all of which price p,
alone distinguishes between s and s.22 By proceeding in a straightforward
manner for all pairs s and 5" in § we get our main proposition for non-vertex
equilibria.

We can easily take account of the cases where, in equilibrium some b =0
and the first order condition (2) is a strict inequality instead of equality.
Simply fix bj,=0=>5},, for I"(s)=I"(s"), and drop the corresponding equation
in . We then get a map with one less variable and one less equation, and
the same logic applies. In fact the finite set y; !(0), for fixed #, may now
include some strategies where the b7 first order condition is strictly violated,
so that we have shown even more than we need to.

*'Recall that %™ x T—R* 13 transverse to 0 1f the Jacobian Dy, ; has full rank at any (3, b)
at which ¥(2,b)=0. We have just noted that even restricted to derivatives with respect to u
alone Dy has full rank. Recall the transversahty theorem, which concludes that if ,< T 1s
compact, then there 1s an open and dense subset ¥~ of %" 1n which Dy, ; has full rank when
restricted to the b derivatives, for any i€ 2, be Z,, with y(i,b)=0

2f . %™ x T->R**! 15 transverse to 0, then there 1s some open, dense subset ¥ %" for
which Dy, 5 has full rank (k+1) when restricted to the b derivatives, for any #e ¥, be X, with
(@2, 5)=0. Since this 1s impossible, 1t follows that there 1s no b €Z, such that (i, b)=0.
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On the other hand, if in some potential Nash equilibrium all the b, =0, or
if bj,=ep, so that player n is at a vertex of his strategy set bidding all his
money on one commodity i or bidding none of it, and if n is the only player
type that distinguishes s from s’ then if we drop all the b, strategies, setting
bi,=e}, and all the others equal to 0, then there is no guarantee that the map
 is transverse to O (although i still will be). In other words, even if we
perturb u" slightly, player n may still set b’ =e},, and it may happen that
Ps=D. for all 1=1,... ,L—1. This problem is eliminated by perturbing the
endowments ¢7, ¢'.. The details are obvious and left to the reader. We now
consider maps of the form §:& x ™ x T—»R**! and obtain an open, dense

set 7~ of full measure in & x %",

9.3. Completion of the proof

It remains to check that the set of p.N.E. of '=N.E. of I'. From the fact
that prices are fully revealing for I'e¥” it follows that I" is indeed equivalent
to I*, and so p.N.E(I')c N.E(I') for 'e ¥". To show the reverse inequality
we must repeat the whole argument for each of the finite number of
information levels I"*/ne N between I" and I* for each trader, requiring that
b" be measurable with respect to I"2 In each case we will get an open dense
set ¥” in which prices reveal I* and agents should not be constrained to
I"2£1*. Taking the finite intersection of open dense sets given a new open
and dense ¥". For this redefined ¥, I'e ¥~ implies p.N.E.(I') > N.E(I'). Recall
that in the introduction we noted the proof in Dubey and Kaneko (1982)
that for non-atomic I there is no loss of generality in taking 5" to be defined
on S, measurable with respect to some I"2,
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